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Assignment 3: Due Thursday Feb 22



Assignment 4: Due Thursday March 1



Personal Genomics
How does your genome compare to the reference?

Heart Disease

Cancer

Creates magical 
technology



BWT Exact Matching
• Start with a range, (top, bot) encompassing all 

rows and repeatedly apply LFc:
top = LFc(top, qc); bot = LFc(bot, qc)
qc = the next character to the left in the query

Ferragina P, Manzini G: Opportunistic data structures with applications. FOCS. IEEE Computer Society; 2000.

[Search for TTA this BWT string: ACTGA$TTA ]



Theorem: An alignment of a sequence of length m
with at most k differences must contain 
an exact match at least s=m/(k+1) bp long

(Baeza-Yates and Perleberg, 1996)
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– Proof: Pigeonhole principle

– 1 pigeon can't fill 2 holes

– Seed-and-extend search
– Use an index to rapidly find short exact 

alignments to seed longer in-exact alignments
– BLAST, MUMmer, Bowtie, BWA, SOAP, …

– Specificity of the depends on seed length
– Guaranteed sensitivity for k differences
– Also finds some (but not all) lower quality alignments <- heuristic

Seed-and-Extend Alignment



Algorithm Overview

3. Evaluate end-to-end match

2. Lookup each segment and prioritize

1. Split read into segments

(Langmead & Salzberg, 2012)



Genotyping Theory

• If there were no sequencing errors, identifying 
SNPs would be very easy: any time a read 
disagrees with the reference, it must be a variant!

• Sequencing instruments make mistakes
– Quality of read decreases over the read length

• A single read differing from the reference is 
probably just an error, but it becomes more likely 
to be real as we see it multiple times

…CCATAGGCTATATGCGCCCTATCGGCAATTTGCGGTATAC…
GCGCCCTA
GCCCTATCG
GCCCTATCG

CCTATCGGA
CTATCGGAAA

AAATTTGC
AAATTTGCTTTGCGGT

TTGCGGTA
GCGGCATA

GTATAC…

TCGGAAATT
CGGAAATTT CGGTATAC

TAGGCTATA
AGGCTATAT
AGGCTATATAGGCTATAT
GGCTATGTG
CTATGTGCG

…CC
…CC
…CCA
…CCA…CCAT

ATAC…C…
C…

…CCAT
…CCATAG TGTGCGCCC

GGTATAC…
CGGTATAC

Homozygous variant (6/6)

Reference

Subject

Heterozygous variant (3/7)

Error or Het (1/7)?



The Binomial Distribution: 
Adventures in Coin Flipping

Aaron Quinlan

P(heads) = 0.5 P(tails) = 0.5



What is the distribution of tails 
(alternate alleles) do we expect to see 

after 5 tosses (sequence reads)?

barplot(table(rbinom(1e6, 5, 0.5)))

R code:

1M experiments (students tossing coins)
5 tosses each
Probability of Tails

Number of "tails"

Nu
m

be
r o

f e
xp

er
im

en
ts

0 1 2 3 4 5

0
50
00
0

10
00
00

15
00
00

20
00
00

25
00
00

30
00
00



What is the distribution of tails 
(alternate alleles) do we expect to see 

after 15 tosses (sequence reads)?

barplot(table(rbinom(1e6, 15, 0.5)))

R code:

1M experiments (students tossing coins)
15 tosses each
Probability of Tails

Number of "tails"

Nu
m

be
r o

f e
xp

er
im

en
ts

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0
50
00
0

10
00
00

15
00
00



What is the distribution of tails 
(alternate alleles) do we expect to see 

after 30 tosses (sequence reads)?

barplot(table(rbinom(1e6, 30, 0.5)))

R code:

1M experiments (students tossing coins)
30 tosses each
Probability of Tails

Number of "tails"

Nu
m

be
r o

f e
xp

er
im

en
ts

3 5 7 9 11 13 15 17 19 21 23 25 27

0
20
00
0

40
00
0

60
00
0

80
00
0

10
00
00

12
00
00

14
00
00



So, with 30 tosses (reads), we are 
much more likely to see an even mix 
of alternate and reference alleles at a 

heterozygous locus in a genome

Number of "tails"

Nu
m

be
r o

f e
xp

er
im

en
ts This is why at least a "30X" 

(30 fold sequence coverage) 
genome is recommended: it 
confers sufficient power to 
distinguish heterozygous 

alleles and from mere 
sequencing errors

P(3/30 het) <?> P(3/30 err)
3 5 7 9 11 13 15 17 19 21 23 25 27

0
20
00
0

40
00
0

60
00
0

80
00
0

10
00
00

12
00
00

14
00
00



Some real examples of SNPs in IGV



Homozygous for the "C" allele

Improper (too far/too 
close) pairs 

What else do you notice?



Homozygous for the "C" allele

Sequencing errors 
usually easy to spot in 

high coverage



Heterozygous for the alternate allele

Individual 
1

Individual 
2

Which genotype prediction do you have more confidence in?



It is not always so easy L



Beware of Systematic Errors

Identification and correction of systematic error in high-throughput sequence data
Meacham et al. (2011) BMC Bioinformatics. 12:451

A closer look at RNA editing.
Lior Pachter (2012) Nature Biotechnology. 30:246-247



Beware of Duplicate Reads

The Sequence alignment/map (SAM) format and SAMtools.
Li et al. (2009) Bioinformatics. 25:2078-9

Picard: http://picard.sourceforge.net

http://picard.sourceforge.net/


What information is needed to decide if a 
variant exists?

https://genomebiology.biomedcentral.com/articles/10.1186/gb-2010-11-10-r99

● Depth of coverage at the locus
● Bases observed at the locus
● The base qualities of each 

allele
● The strand composition 
● Mapping qualities
● Proper pairs?
● Expected polymorphism rate



PolyBayes: The first statistically rigorous 
variant detection tool.

http://www.nature.com/ng/journal/v23/n4/full/ng1299_452.html

Its main innovation was the use 
of Bayes's theorem



Bayesian SNP calling

http://www.nature.com/ng/journal/v23/n4/full/ng1299_452.html

P(SNP|Data) = P(Data|SNP) * P(SNP)
P(Data)



Bayesian SNP calling

http://www.nature.com/ng/journal/v23/n4/full/ng1299_452.html

P(SNP|Data) = P(Data|SNP) * P(SNP)
P(Data)

Hard to compute Much easier

See bonus slides for more info



http://www.nature.com/ng/journal/v23/n4/full/ng1299_452.html

P(SNP|Data) = P(Data|SNP) * P(SNP)
P(Data)

● Depth of coverage at the locus
● Bases observed at the locus
● The base qualities of each allele
● Transition or Transversion? Which 

type?
● The strand composition 
● Mapping qualities
● Proper pairs?
● Expected polymorphism rate

Bayesian SNP calling



PolyBayes: The first statistically rigorous 
variant detection tool.

http://www.nature.com/ng/journal/v23/n4/full/ng1299_452.html

Bayesian 
posterior 
probability

Base call + 
Base quality Expected (prior) 

polymorphism rate

Probability of observed base composition 
(should model sequencing error rate)



PolyBayes: The first statistically rigorous 
variant detection tool.

http://www.nature.com/ng/journal/v23/n4/full/ng1299_452.html

This Bayesian statistical framework 
has been adopted by other modern 
SNP/INDEL callers such as FreeBayes, 
GATK, and samtools



Deep Variant

Creating a universal SNP and small indel variant caller with deep neural networks
Poplin et al. (2016) bioRxiv. doi: https://doi.org/10.1101/092890



VCF Format



VCF Format

#CHROM POS ID REF ALT QUAL FILTER INFO FORMAT LF1396
chr7 117175373 . A G 90 PASS AF=0.5 GT 0/1



Part 2: What about indels
& structural variants



Structural Variations

Genome structural variation discovery and genotyping
Alkan, C, Coe, BP, Eichler, EE (2011) Nature Reviews Genetics.May;12(5):363-76. doi: 10.1038/nrg2958.

Any mutation >50bp

Profound impact on 
genome structure 

and function



Early 2000s dogma: SNPs account for most human 
genetic variation

https://hapmap.ncbi.nlm.nih.gov

https://hapmap.ncbi.nlm.nih.gov/


Discovery of abundant copy-number variation

76 CNVs in 20 individuals
70 genes

Science, July 2004 

255 CNVs in 55 individuals
127 genes

Nature Genetics,  Aug. 2004

• 331 CNVs, only 11 in common
• Half observed in only 1 individual
• Impact "plenty" of genes
• Correlated with segmental duplications in the reference genome



Why is structural variation relevant / important?

‣ They are common and affect a large fraction of the genome

‣ In total, SVs impact more base pairs than all single-
nucleotide differences.

‣ They are a major driver of genome evolution

‣ Speciation can be driven by rapid changes in genome 
architecture

‣ Genome instability and aneuploidy: hallmarks of solid 
tumor genomes



SV and human disease phenotypes

Zhang et al, 2009



Our understanding of structural variation is driven 
by technology 

1940s - 1980s
Cytogenetics / Karyotyping

1990s
CGH / FISH / 
SKY / COBRA

2000s
Genomic microarrays

BAC-aCGH / oligo-aCGH

Today
High throughput 
DNA sequencing

Tomorrow
Long Read

DNA sequencing



Structural Variation Sequence Signatures



Understanding 
Dynamic Programming



Fibonacci Sequence
def fib(n): 
if n == 0 or n == 1:

return n 
else: 
return fib(n−1) + fib(n−2) 

f(1) f(0)

f(2) f(1) f(1) f(0) f(1) f(0) f(1) f(0)

f(4) f(3) f(3) f(2)

f(3) f(2) f(2) f(1) f(2) f(1) f(1) f(0)

F(6)

f(5) f(4)



Fibonacci Sequence

1 0

1 1 1 0 1 0 1 0

3 2 2 1

2 1 1 1 1 1 1 0

8

5 3

[How long would it take for F(7)?]
[What is the running time?]

def fib(n): 
if n == 0 or n == 1:

return n 
else: 
return fib(n−1) + fib(n−2) 



Bottom-up Fibonacci Sequence
def fib(n): 
table = [0] * (n+1) 
table[0] = 0 
table[1] = 1 
for i in range(2,n+1): 
table[i] = table[i−2] + table[i−1] 

return table[n] 

1 2 3 4 50

1 1 2 3 50

6

8

[How long will it take for F(7)?]
[What is the running time?]



Dynamic Programming
• General approach for solving (some) complex problems

– When applicable, the method takes far less time than naive methods.
• Polynomial time (O(n) or O(n2) instead of exponential time (O(2n) or O(3n)) 

• Requirements:
– Overlapping subproblems
– Optimal substructure

• Applications:
– Fibonacci 
– Longest Increasing Subsequence (Bonus Slides!)
– Sequence alignment, Dynamic Time Warp, Viterbi 

• Not applicable:
– Traveling salesman problem, Clique finding, Subgraph isomorphism, …
– The cheapest flight from airport A to airport B involves a single 

connection through airport C, but the cheapest flight from airport A to 
airport C involves a connection through some other airport D.

F(6)

F(5) F(4)

F(3) F(2)

F(1) F(0)



And now for the main event!



In-exact alignment
• Where is GATTACA approximately in the human genome?

– And how do we efficiently find them?

• It depends…
– Define 'approximately'

• Hamming Distance, Edit distance, or Sequence Similarity
• Ungapped vs Gapped vs Affine Gaps
• Global vs Local
• All positions or the single 'best'?

– Efficiency depends on the data characteristics & goals
• Bowtie: BWT alignment for short read mapping
• Smith-Waterman: Exhaustive search for optimal alignments
• BLAST: Hash based homology searches
• MUMmer: Suffix Tree based whole genome alignment



Similarity metrics
• Hamming distance

– Count the number of substitutions to transform one string into 
another

MIKESCHATZ
||X||XXXX|
MICESHATZZ

5
• Edit distance

– The minimum number of substitutions, insertions, or deletions to 
transform one string into another

MIKESCHAT-Z
||X||X|||X|
MICES-HATZZ

3             



AGCACACA à ACACACTA in 4 steps

AGCACACA à (1. change G to C)
ACCACACA à (2. delete C)
ACACACA à (3. change A to T)
ACACACT à (4. insert A after T)
ACACACTA à done

[Is this the best we can do?]

Edit Distance Example



AGCACACA à ACACACTA in 3 steps

AGCACACA à (1. change G to C)
ACCACACA à (2. delete C)
ACACACA à (3. insert T after 3rd C)
ACACACTA à done

[Is this the best we can do?]

Edit Distance Example



Welcome to Applied Comparative Genomics
https://github.com/schatzlab/appliedgenomics2018

Questions?



Bayes' theorem 

https://en.wikipedia.org/wiki/Thomas_Bayes



Bayes theorem

P(A|B) = P(B|A) * P(A)
P(B)

Conditional probability. That 
is, the probability of A 

occurring, given that B has 
occurred.



Bayes' theorem with legos

8x24 = 192 pegs, 64 are white, 128 are blue.
P(White) = 64 / 192 = 0.33
P(Blue) = 128 / 192 = 0.67

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego

8

24



Our entire probability "space" must add 
up to 1.

P(White) + P(Blue) = 1

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



What is the probability of black?

P(Black) = 8 / 192 = 0.042
Inspired by 
https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-
with-lego



No, probability space is >1. 
P(Black) is conditional on P(White) and P(Blue).

P(White) + P(Blue) + P(Black) = 1.042

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



P(black | blue): "probability of black given that we are on a 
blue peg"

P(black | blue) = 2 / 128 = 0.015625

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



P(black | white): "probability of black given that we are on 
a white peg"

P(black | white) = 6 / 64 = 0.09375

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



But what about the P(blue | black)?

P(blue | black) = 2 / 8 = 0.25
This intuition is formalized with Bayes' theorem.

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



Bayes theorem

P(A|B) = P(B|A) * P(A)
P(B)

Posterior 
probability

Prior 
Probability

Of A



Bayes theorem

P(black|white) = P(white|black) * P(black)
P(white)

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



Bayes theorem

P(black|white) = 0.75 * 0.0408

0.33

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



Bayes theorem

P(black|white) = 0.09375

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



Bayes theorem

P(white|black) = P(black|white) * P(white)
P(black)

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



Bayes theorem

P(white|black) = 0.09375 * 0.33
0.0408

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego



Bayes theorem

P(white|black) = 0.75

Inspired by https://www.countbayesie.com/blog/2015/2/18/bayes-theorem-with-lego


